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Abstract

Machine Learning (ML) systems may contain a great amount of private data, just like
other types of computer systems, and the abundance of data has paved the road for rapid
development of ML technologies in recent years. Yet, erasing data from ML systems is
orders of magnitude harder than from an ordinary database system. Recent uptake of
interest by technology consumers, providers and governments has created such a demand.
Federated Learning (FL) is also a technique to address some of the privacy and security
issues in ML. Since they target different aspects of privacy and security, FL systems still
have problems that could be solved by machine unlearning. As there lacks such work, this
project aims to provide materials unifying the field of machine unlearning in federated
learning, using a repository of Jupyter Notebooks. Half of the repository has been done,
including with the background research and about half of the related papers, meeting the
educational and research goals but more work needs to be done next semester.
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1 Introduction

This project focuses on the cross-section between the areas of machine unlearning and
Federated Learning (FL), namely how to apply machine unlearning in FL. Both machine
unlearning and FL are techniques to enhance privacy and security in Machine Learning
(ML) that are subject to intense research and rapid development.

1.1 Machine Unlearning

ML sometimes involves using data of personal and sensitve nature, such as medical [1],
biometric [2] and geolocation information [3]. In some cases, we even need to constantly
bring in new data to update ML models using various methods such as incremental
learning, online learning, and data stream learning [4]. On the other hand, there exists
the need to remove certain data, and the influence thereof, from ML models, as well.

There are many reasons why we want to remove data or the data’s influence from ML
models. For example, in adversarial settings, data used for training may be contaminated,
or poisoned, by malicious data [5, 6], causing ML models to malfunction. Or, there may
be too much data from unlikely scenarios that contributes to inefficient storage and
sometimes even leads to wrong predictions [6]. Sometimes biased data could lead to
discriminatory and unfair models, exacerbating the inequality in race, sex and religion
[7]. In such scenarios, one may also need to remove some data and its influence to repair
the model. In some cases, it is also about privacy, which is also increasingly discussed
due to recent regulations.

With the introduction of regulations in multiple jurisdictions, such as the European
Union’s General Data Protection Regulation (GDPR) [8] and the California Consumer
Privacy Act of 2018 (CCPA) [9], Right to be Forgotten (RtbF) or right to erasure
has been established, in some parts of the world, where an entity may be required to erase
data concerning certain people. In most cases, it is simply removing certain data from
back-end databases. However, since ML models may memorize data [10], it is possible
that a company may be requested to remove some individual’s data from their ML models
[6]. The process of making models “forget” that it has learnt from certain data is called
machine unlearning, or simply, unlearning. This term was only put forward by [11]
in 2015. Nevertheless, due to the sheer scale of ML applications in present days, it is
worth looking into this topic.

1.2 Federated Learning

FL is a privacy-aware collaborative learning method first proposed by [12] in 2017, where
participants jointly train a model without sharing data. The main idea is to have distrib-
uted datasets held by participants, each of whom generates a sub-update from training
on its data, and then, either centrally [13] or decentrally [13, 14], build an ML model
based on participants’ sub-updates. FL helps accelerate model training speed and avoids
direct privacy leakage [15]. However, due to the large amount of changes brought to the
ML system, it is worth investigating the implications of those changes and what they
mean to applying some of the ML privacy-preserving techniques to FL.
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2 Outline

The remainder of this report will first define what problem this project is trying to solve.
Then, it will discuss the objectives of this project. After that, it will introduce what types
of technologies and resources have been and will be used to achieve the objectives. Later,
the report will show what has been done from September to mid-January. Limitations of
work already done will then be discussed, and some recommendations will be proposed.
Next, there will be a conclusion on the current status of the project. Finally, a detailed
future schedule will be included at the end. More details of the work will be included in
appendices after the reference list.

3 Problem Definition

Since FL is not immune from some of the privacy vulnerabilities that other ML techniques
may have [16] and it cannot replace machine unlearning as data’s influence is recorded
in sub-updates that are sent out during the FL process, it is important for unlearning to
be introduced to FL. Yet, despite some efforts towards unifying the machine unlearning
field [6, 17–21] and some research published in the sub-field of unlearning applications
to FL [15, 22–27], there still lacks a comprehensive and in-depth study introducing and
summarizing developments in the sub-field.

4 Project Objectives

This project takes aim at several educational and research objectives towards the pro-
motion and betterment of the topic on unlearning in FL, a relatively new area that has
seen some research developments in recent years. This project tries to provide materials
unifying this sub-field and examine the recent research developments.

4.1 Educational Objective

The main educational objective of this project is to provide materials for learning the
topic of unlearning in FL. The materials, including documentations and experiment in-
structions, code and scripts, will gather together the ML, security and privacy knowledge
and outtakes from recent research publications in an interactive and organized way to
allow readers, at different levels, to learn about this topic from basic knowledge to the
front line of advanced research studies, so that people such as ML developers, researchers,
as well as technology lawyers, managers and operators, can benefit from this project.

4.2 Research Objectives

The main research objective is to examine the unlearning in FL methods proposed in
recent publications and compare their approaches to machine unlearning in FL. This
project will draw conclusions from these experiments and present the findings in a clear
and detailed fashion. After that, this project will try to find directions in which further
research could be done that may improve the performance of unlearning in FL.
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5 Methodology

5.1 Literature Review

The project searches for related research publications in Google Scholar, the most widely
used academic search engine, using the keywords “federated” and “unlearning”. Some of
the relevant publications already found in search results were from arXiv, ACM Digital
Library, IEEE Xplore, SpringerLink and official proceedings of conferences such as AAAI,
NeurIPS and PMLR. This project uses HKUL E-resources to access these resources, if
paywalled. This project also closely monitors news from the first IEEE Conference on
Secure and Trustworthy Machine Learning (IEEE SaTML 2023), which will take place
in February 2023, as it is closely related to the topic of this project.

5.2 Experiments

This project conducts experiments on HKUCS GPU Farm and with GPU sessions on
Google Colab, as ML systems usually train faster on GPU due to large quantities of tensor
calculation. This project uses testing and development environments constructed using
technologies such as Miniconda, CUDA Toolkit and packages used in related publications.
This project will conduct comparative experiments using different techniques proposed
by different publications using datasets as summarized by [6], such as MNIST, CIFAR,
SVHN and Adult. This project will modify code provided with reviewed publications to
remove bugs and test the code’s performance with different parameter settings.

5.3 Notebooks

This project uses Jupyter Notebooks (Figure 1) to document the concepts and design
small interactive experiments. Instructions of larger experiments, or experiments requir-
ing multiple terminal sessions to run, which may not be suitable to run directly from
notebooks, will also be noted. Users will be directed to conduct their own experiments
in a different setting. The notebooks will be systematically organized and put into a
repository hosted on a cloud storage and sharing system. The project page will show the
structure of the repository and have links to each notebook. Users will have the option to
download or open the notebooks in Google Colab for convenience, whenever appropriate.
Additional information on notebook setup will also be shown on the web page. Jupyter
Notebook and Google Colab are chosen because they provide interactive, informative and
easy-to-use functionalities for code execution and documentation.

5.4 Web Page

The project web page1 (screenshot in Figure 2) is hosted on GitHub Pages with GitHub
Actions, a world class CI/CD tool, and Hugo, which supports the Markdown language
and is one of the most popular open-source static site generators. This set of technologies
are chosen for their prevalence in the industry, ease of use and powerful functionalities.

1https://vicw0ng-hk.github.io/feul/
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Figure 1: Jupyter Notebooks.2

Figure 2: Project Web Page.

5.5 Reporting

This project uses LATEX, a high-quality typesetting system and de facto standard for the
communication and publication of scientific documents, to generate the reports required
by the FYP course. More specifically, Overleaf will be used for its ease of use and support
for a large amount of packages.

6 Progress and Results

6.1 Literature Review

6.1.1 Machine Unlearning

Goal of Machine Unlearning. A naive implementation of machine unlearning is to
have the model retrained from scratch using remaining data, which is all the data but
the ones we want to erase. This is obviously computationally expensive. However, one
can learn from this scenario what unlearning outcomes we want to achieve. That is,
we want models trained from scratch with dataset S after unlearning a set of data X
to be “equivalent” to, or in the same distribution with [28], the model trained from
scratch using dataset S \X. We can also learn from this definition that there are subtle
differences between machine unlearning and data deletion, with the former coming from
a model perspective and the latter on a data basis [6]. To put it in layman’s terms, we
want to induce “amnesia”, or loss of specific memories, in ML models, and ideally to do
it efficiently and with precision, so as to uphold privacy, security, usability and fidelity in
ML systems.

2Retrieved from https://jupyter.org/assets/homepage/jupyterpreview.webp.
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Comparison with Differential Privacy. There is a different but related approach
for addressing privacy issues in ML called Differential Privacy (DP) [29]. However,
it must be stressed that DP is not the same as machine unlearning and their respective
privacy guarantees are also different. In a machine unlearning case, the exact unlearning
process will make sure that any influence the unlearnt data has had on the model is
cleared completely [6], while ε-differential privacy for any non-zero ε only helps bound
the influence any data point has, but such a bound remains non-zero; a 0-differential
privacy, while it can achieve 0 influence, will defeat the purpose by making the learning
algorithm unable to learn anything [6, 28].

Challenges of Machine Unlearning. Much like it is challenging to induce memory
loss with precision and efficiency, it must be noted that machine unlearning is also very
difficult [6]. There are a lot of challenges that need to be tackled. First, there is the
stochasticity of training. It is unclear how we could trace and map a single data
point’s effect in the training, especially in complex models, such as Deep Neural Network
(DNN), given a great amount of randomness during training [28]. Second, we have the
incrementality of training. This means the effect data X0 being trained at time t0
has on the model will keep influencing later training at ti where t0 < ti with Xi. On
the other hand, model training with X0 at t0 is also influenced by training prior to t0.
Determining what influence we should clear from the model if we want the model to
unlearn X0 is challenging [6]. In addition, recent studies found that an unlearnt model
usually underperforms compared to models trained from scratch with remaining data,
with performance growing worse as we make the model unlearn more data [30, 31]. This
catastrophic unlearning [31] is difficult to prevent.

Overview of Machine Unlearning. A 2022 survey by Nguyen et al. [6] summar-
izes recent developments in the field, in which they divide machine unlearning strategies
into three approaches: model-agnostic, model-intrinsic and data-driven methods. They
compared different approaches in various unlearning scenarios, design requirements and
unlearning requests. They also discussed unlearning applications, among which is un-
learning federated learning, a topic on which this project will focus. They also discussed
future aspects of machine learning, one of which is that federated unlearning is emerging
through recent research [15, 22, 24, 26]. [6] provides a high-level overview of machine
unlearning to help research the topic, which is helpful when considering improvements
on proposed methods, as it may contain some ideas on unlearning in other forms of ML
that we could modify and apply in FL.

6.1.2 Unlearning in FL

Additional challenges. Compared to unlearning in centralized ML, unlearning in FL
is even harder, because it uses aggregation instead of raw gradients to calculate global
weights, which can become tedious to handle when multiple clients participate [25]. Data
partition and statistical heterogeneity in FL can also add to the complexity, namely the
difference between vertical FL and horizontal FL, and non-IID data [32]. In addition,
there could be overlapping data among participating clients, although most proposed
methods assume the data to be removed exists solely in one client [6, 15, 22, 26].
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Methods. Liu et al. [22] proposed the first unlearning method for FL, using calibra-
tion training to separate the target client’s contribution to the central model. However,
this method does not scale well, meaning its performance on complicated models, such
as DNNs, is unsatisfactory. Wu et al. [26] came up with an unlearning method using
knowledge distillation, without the need for participating client’s data to be used in the
unlearning process, which works well with more complex models, such as DNNs. Liu et
al. [23] put forward a rapid retraining method to meet the requirements of unlearning,
using L-BFGS algorithm to calculate a Hessian approximation with historical parameter
updates. This method, however, does not scale well, either.

Verification. In a typical ML setting, unlearning verification can be done using a
variety of methods, such as membership inference attacks [6, 22] and backdoor attacks
[6, 15, 27]. However, this can be more complicated in FL. Introducing adversarial attacks
for verification may undermine the security features of FL, and participation of clients
may have subtle effect on the output space [25]. Hence, [25] proposes a verification
mechanism that utilizes the same communication channels during training and can verify
unlearning in a few rounds of communication.

6.2 Repository of Jupyter Notebooks

A repository of Jupyter Notebooks3 has been created (Figure 3). There are 20 folders
in total, including two folders storing the images used in the repository and additional
references that may be helpful.

The first three folders contains Jupyter Notebooks on background research for the basic
knowledge of unlearning and FL, including documentation of concepts and discussions,
as well as code that can be directly run from Notebooks or instructions to run more
complex scripts in terminal emulators.

The rest of the folders contain Jupyter Notebooks for the papers reviewed or to be
reviewed, including the main concepts introduced and some sample code for readers to
run or instructions for readers to try. These papers include [15, 22–24, 26, 33] reviewed
and [25, 27, 34–39] to be reviewed.

Figure 3: Screenshot of the repository hosted on Google Drive.

3https://drive.google.com/drive/folders/1swP7focASoFLV2eiyvXps47qyL8hoSUY
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Figure 4: Contents of folder 0-intro-ul-fl.

Figure 5: intro-fl.ipynb.
Figure 6: code-amnesiac-ml.ipynb.

7 Limitations and Recommendations

First, few papers reviewed have provided implementation code, making it difficult to
conduct quantitative research among different methods proposed. Second, these papers
don’t necessarily use the same evaluation metrics, datasets, standards and environments
to evaluate their work, thus creating another variable factor for comparison. Last but
not least, some papers only target very specific unlearning requests, ML models, FL data
partition, learning algorithm and other aspects of FL, making them less useful when
considering the general field, as generalization of their work is more difficult.

The recommendations are to try to build code for certain papers according to the code of
other papers which have a similar design of algorithm, try to use more diverse experiment
designs when evaluating a single piece of code and use more general designs when doing
comparisons, and to open separate discussions for less generalized work.
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8 Conclusion

This project focuses on providing materials unifying the field of unlearning in FL. To
that end, literature review was conducted on recent publications discussing the topic and
a repository of Jupyter Notebooks has been created, half the content of which has been
completed. Work done so far has been satisfactory at achieving the stated goal. More
work is expected to complete the rest of the project next semester.

9 Future Schedule

Table 1 shows the tentative schedule based on department requirements and specific situ-
ations with this project. In construction phase from January to April, more advancements
will be made based on previous stages. With more reading and experiments, more of the
topic will be explored and tested. Final presentation and report will be prepared. In late
April, preparations will be made for project exhibition.

Tentative Future Schedule
Time Milestones Notes

- 02 Apr 2023

Comprehensively test and compare
methods in readings
Summarize knowledge and write in
Notebooks
Explore future research and develop-
ment directions
Develop interactive learning materials
in Notebooks

- 16 Apr 2023 Prepare for Final Presentation
Final Presentation
17-21 Apr 2023

- 18 Apr 2023
Write Final Report and
Wrap up final implementation

Deliverable 3
due 18 Apr 2023

- 02 May 2023 Prepare for Project Exhibition

Table 1: Tentative Project Schedule updated on Sun 22nd Jan 2023
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Appendix A

Useful Resources

• Privacy and Security in ML Seminars - Privacy & Security in Machine Learning
(PriSec-ML) Interest Group

• Virtual Seminar Series - Challenges and Opporunities for Security & Privacy in
Machine Learning

• IEEE Conference on Secure and Trustworthy Machine Learning (SaTML)

• the cleverhans blog - a blog by Ian Goodfellow and Nicolas Papernot about security
and privacy in machine learning

• ECE1784H/CSC2559H: Trustworthy Machine Learning Fall 2022 - University of
Toronto

• Awesome Machine Unlearning - GitHub Repo

Related HKUCS FYPs

• FYP22019: Quantitative Performance and Security Evaluation of Federated Learn-
ing on open-sourced platforms (Industry-based Project) by Fong 2022-23

• FYP20009: Building a code and data repository for teaching algorithmic trading
by Woo, Wu and Lee 2020-21

i

https://prisec-ml.github.io/
https://prisec-ml.github.io/
https://vsehwag.github.io/SPML_seminar/
https://vsehwag.github.io/SPML_seminar/
https://satml.org/
http://www.cleverhans.io/
http://www.cleverhans.io/
https://www.papernot.fr/teaching/f22-trustworthy-ml.html
https://www.papernot.fr/teaching/f22-trustworthy-ml.html
https://github.com/tamlhp/awesome-machine-unlearning
https://wp.cs.hku.hk/2022/fyp22019/
https://wp.cs.hku.hk/2022/fyp22019/
https://awoo424.github.io/algotrading_fyp/
https://awoo424.github.io/algotrading_fyp/


Appendix B

FL [12]

The FederatedAveraging Algorithm

Algorithm 1 FederatedAveraging. The K clients are indexed by k; B is the local
minibatch size, E is the number of local epochs, and η is the learning rate.
Server executes:
initialize w0

for each round t = 1, 2, . . . do
m← max(C ·K, 1)
St ← (random set of m clients)
for each client k ∈ St in parallel do
wk

t+1 ← ClientUpdate(k, wt)

wt+1 ←
∑K

k=1
nk

n
wk

t+1

ClientUpdate(k, w): // Run on client k
B ← (split Pk into batches of size B)
for each local epoch i from 1 to E do
for batch b ∈ B do
w ← w − η▽ℓ(w; b)

return w to server

Federated Optimization

Federated optimization has several key properties that differentiate it from a typical
distributed optimization problem:

• Non-IID The training data on a given client is typically based on the usage of the
mobile device by a particular user, and hence any particular user’s local dataset
will not be representative of the population distribution.

• Unbalanced Similarly, some users will make much heavier use of the service or
app than others, leading to varying amounts of local training data.

• Massively distributed We expect the number of clients participating in an op-
timization to be much larger than the average number of examples per client.

• Limited communication Mobile devices are frequently offline or on slow or ex-
pensive connections.
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Appendix C

Unlearning Framework [6]

Figure 7: A Machine Unlearning Framework

FedEraser [22]

Algorithm 2 FedEraser

Require: Initial global modelM1; retained client updates U
Require: Target client index ku
Require: Number of global calibration round T
Require: Number of local calibration training epoch Ecali

Central server executes:
for each round Rtj , j ∈ {1, 2, · · · , T} do

for each client Ckc
, kc ∈ {1, 2, · · · ,K} \ ku in parallel do

Û
tj
kc
← CaliTrain(Ckc

,M̃tj
kc
, Ecali)

Ũ
tj
kc
← |U tj

kc
| Û

tj
kc

||Û
tj
kc

||
{Update Calibrating}

end
Ũ tj ← 1

(K−1)
∑

wkc

∑
kc

wkc
Ũ

tj
kc
{Update Aggregating}

M̃tj+1 ← M̃tj + Ũ tj{Model Updating}
end

CaliTrain(Ckc ,M̃
tj
kc
, Ecali): // Run on client Ckc

for each local training round j from 1 to Ecali do
M̃tj

kc
|j+1 ← Train(M̃tj

kc
|j , Dkc

)
end
Û

tj
kc
← Calculating Update(M̃tj

kc
|Ecali

, M̃tj
kc
|1)

return Û
tj
kc

to the central server
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Federated Unlearning with Knowledge Distillation [26]

MF = M1 +
F−1∑
t=1

∆Mt (1)

∆Mt =
1

N

N∑
i=1

∆M i
t =

1

N

N−1∑
i=1

∆M i
t +

1

N
∆MN

t

∆M ′
t =

1

N − 1

N−1∑
i=1

∆M i
t =

N

N − 1
∆Mt −

1

N − 1
∆MN

t

Assume client N still participated in the training process but set his updates ∆MN
t = 0

for all rounds.

∆M ′
t =

1

N

N−1∑
i=1

∆M i
t = ∆Mt −

1

N
∆MN

t

A combination of the above formula with Equation 1 gives us the unlearning result of the
final global model M ′

F .

M ′
F = M1 +

F−1∑
t=1

∆M ′
t +

F−1∑
t=1

ϵt

= M1 +
F−1∑
t=1

∆Mt −
1

N

F−1∑
t=1

∆MN
t +

F−1∑
t=1

ϵt

= MF −
1

N

F−1∑
t=1

∆MN
t +

F−1∑
t=1

ϵt

Algorithm 3 Federated Unlearning with Knowledge Distillation

Input: Global model MF , Total number of clients N
Input: Historical updates ∆MA

t of target client A at round t
Input: Outsourced unlabelled dataset X
Parameter: Distillation epoch k, Temperature T
Output: The unlearning model M ′

F

1: M ′
F ←MF − 1

N

∑F−1
t=1 ∆MA

t

2: for epoch = 1, 2, . . . , k do
3: yteacher ←MF (X), T
4: ystudent ←M ′

F (X), T
5: Calculate lossdistillation of yteacher and ystudent
6: Back-propagate model M ′

F

7: return unlearning model M ′
F
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