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Background

• Example
• ChatGPT -> what data is used?

• Online public text databases, 570GB, 300 billion words [BBC23]

• Also user conversations [OpenAI23]
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[BBC23] https://www.sciencefocus.com/future-technology/gpt-3/
[OpanAI] https://help.openai.com/en/articles/6783457-what-is-chatgpt

https://www.sciencefocus.com/future-technology/gpt-3/
https://help.openai.com/en/articles/6783457-what-is-chatgpt


Background

• Security?
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Background

• Privacy?
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Background

• Usability & Fidelity?
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Background

• Inappropriate use of data -> delete data
• Right to be Forgotten

• OpenAI based in San Francisco, CA
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Background

• Is that enough?
• Data deleted from database may still exist in ChatGPT’s models

• May still create problems of security, privacy, usability or fidelity
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Machine Unlearning [CY15]

• Remove data and data influence from ML models

• ML models as black boxes [KL17]

• Naïve method -> to retrain on remaining data -> slow
• Exact unlearning, only with variations of retraining
• Otherwise approximate unlearning

• Challenges:
• Stochasticity of training

• Data influence difficult to track

• Incrementality of training
• Training with a data point affected by prior training, and will affect later training

• Catastrophic unlearning
• Unlearnt models generally perform worse than retrained models

[CY15] https://ieeexplore.ieee.org/document/7163042
[KL17] https://proceedings.mlr.press/v70/koh17a
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https://ieeexplore.ieee.org/document/7163042
https://proceedings.mlr.press/v70/koh17a


Federated Learning (FL) [McM+17] 

[McM+17] https://proceedings.mlr.press/v54/mcmahan17a.html
9

• Multiple devices to collaboratively train a 
model without sharing data

• Has potential application with ChatGPT
• E.g. Healthcare

• Not immune from privacy vulnerabilities 
present in other ML techniques
• Unlearning is still needed

https://proceedings.mlr.press/v54/mcmahan17a.html


Federated Unlearning

Additional Challenges

• Limited data access
• Server doesn’t have access to training data used at the client side

• Limited client participation
• Client goes offline and can’t participate in unlearning process

• Complicated relationship between data and clients
• Unlearning all data of one client of just part of it?
• What if there is data overlap on other clients?

• Data partition
• Horizontal FL, vertical FL and federated transfer learning

• Statistical heterogeneity
• IID (Independent and Identically Distributed)

• Adversarial model
• Untruthful server/clients

• … 
10



How to Study Federated Unlearning?

Introducing: 

A Repository of Jupyter
Notebooks on 
Unlearning in 
Federated Learning

Objective: 

To organize knowledge 
and study unlearning in 
FL
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Methods

• Literature Review
• Google Scholar “federated+unlearning”

• total 17 papers on federated unlearning, 2021-2023
• Several papers on unlearning in general and other privacy-preserving techniques are also 

reviewed for context

• Jupyter Notebooks
• Summarizing and referencing key content from reviewed papers 

• Experiments
• Adapting code from respective papers
• testing in different environments – HKUCS GPU Farm & Google Colab
• Fixing bugs and issues
• Record instructions in notebooks

• Repo and website hosting
• Git, GitHub, Hugo, GitHub Pages, GitHub Actions
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Significance

• There lacks work on a comprehensive overview of unlearning in FL

• This project is more accessible than academic survey papers
• Researchers and practitioners can both benefit

• Provides clear information and instructions to guide the study from 
background knowledge to advanced research frontier. 
• Seasoned researchers can also find specific materials more quickly instead of 

going through the whole internet

• Promotes privacy and security in ML research and applications

16



Limitations

• Project stops in April 2023
• Area still in early stages 

• Could be outdated soon, but good to have this snapshot

• Most papers have very narrow scope
• E.g. focus on specific models, data partition, etc. 

• Difficult to generalize to the broader FL realm

• Few papers have published code
• Difficult to recreate and compare quantitatively with other methods

• Paper quality varies
• Some have impractical designs, e.g. backdoor attacks for verification [WZM22]
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[WZM22] https://arxiv.org/abs/2201.09441

https://arxiv.org/abs/2201.09441


Some Takeaways

• FL has many variations. It is difficult to find a universal unlearning 
method that performs well. 
• One of the goals of research in this area is to find an unlearning method that 

requires little change to the existing FL designs, while achieving good 
performance.

• Unlearning itself may lead to unintended privacy risks [Che+21]. 
• In practice, unlearning should be used along with other privacy-preserving 

methods. 

• As of this moment, unlearning has not been practical in most ML 
scenarios, so other more practical measures should be given priority 
in real-world applications.
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[Che+21] https://dl.acm.org/doi/abs/10.1145/3460120.3484756

https://dl.acm.org/doi/abs/10.1145/3460120.3484756


Some Takeaways

• There has not been consensus on the differentiation of unlearning 
and data deletion in ML. Some have argued that the narrowly-defined 
unlearning is unlikely to achieve stricter privacy goals [CS23].

• FL is still in its early stages and not a practical privacy-enhancing 
technology (PET) yet [Boe+23], so there will be a lot of federated 
learning and unlearning research work done in the future. 

• Some trends and open questions on unlearning: defining success of 
unlearning (verification / data auditing); unified unlearning 
requirements; unified unlearning benchmarking; adversarial machine 
unlearning; interpretable machine unlearning; …

[Boe+23] https://arxiv.org/abs/2301.04017
[CS23] https://arxiv.org/abs/2210.08911
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https://arxiv.org/abs/2301.04017
https://arxiv.org/abs/2210.08911


Thank you!

• Repo at https://github.com/vicw0ng-hk/feul

• Website at https://vicw0ng-hk.github.io/feul
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https://github.com/vicw0ng-hk/feul
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